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L. INTRODUCTION ;

In [1] there are two theorems (Th, IL 4. 9 and Th. IL 4.10) on the locaily
most powerful signed rank tests in testing the symmetry hypothesis % against
the location shift and the two samples differing in scale respectively. These
theorems have been generalized in [2] (see Theorems 1. 1 and 1. 2) for the loca-
tion and scale alternatives K; and K, with'regression constants of -the form

N
M K fab = {gp@) = = fr;—6c,) 0 € A},

=1 .
- N Ap; Op; .
(2) Ky {A} = {qg(x) = me—"0i f (-0 T;—6c), 0 € A,
i=1

where ¢; , .., ¢y, byyeens By are known constants, 0'is a parameter, § == 0, f(.)
is a given symmetric density, and A = (0, +-2) or A = (— o=, 0).

~ The aim of this paper is to establish the loeally most powerful signed rank
tests in testing 96, defined by

A"
BFH={p@=mg(x)yge¥F}
: i=1
where ¥, is a lamily of all symmnieiric densities g(@), ie., g (—2) = g(x)a.e.,
against the allernatives,
N
@) K48} = {gp (@) =7 [(x;— 0c;— h, () c1j = oo — by @egg ) 0 € Al

i=1
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N
(B) Ko JAY} = {qp(a) = ot e=Wif (e 01 0; — 0o, — I{®) ¢, — . —
i=1
- ny (9) Cri ) B € 4,
and
N ’ ) :
(6) K5 {A} = {ua () = e O f (e78b; [v; —bc; — h, (8) Cf— e —
i=1 .
h;’c (9) Cri ])’ ¢ < ﬁ\}'a

which is equivalent of (5), where f € %, is known and A = (0, 2oo) oF A =
(—e=, 0), b;, ¢;, Coioremes Cpps L SO N, are known conslants and funciions
fry (aveey B () are more or less known.

It is shown in the COROLLARY in Seclion IV that the locally most powerful
signed rank tests for % against %, and % are the same,

H. NOTATIONS AND DEFINITIONS:

LetX = (X,,... Xy) be Nindependent continuouns random variables. X satis{ies
6 it the N-dimensional density of X belongs to ¢%. Similarly for ¥ saiisiying
Kas Foy or Ky, Let Xy = (X¢qye.. X)) be order statisiics based on absolute
values of X = (X Xy) le, | X [:Q v Sy ] _X(N) | :

| Denofe Rt =( q reers RI:T) to be the ranks of | X | = (| X, |,.., | Yul)s

. . N i .
i.e., RI.' = Z a(|N;|—| “;J- | }, where
j=1
u(@y=1 or 0 if >0 or v <0, ‘

and V= (Vq,.., Vy) to be the signs of X = (X .., Y ),
ie.,, V;=sgn X;, where :
sgnr=1,0,0r —1Tifx >0, x=0, or x < 0.

Let R = {r} be the space of all N! perniutations of (1,..., N) and U == {v}

of all 2V sequences of size N from I's and — I's. It is well known that under
P, | Xyl = (1 Xy | oo | Xy 1)y B and V are mutually independent and

(7 PR =1, V=0)= s rER, vEWU

2N N |

Here and throughout the paper P is used to denote the probability measure
belonging to %%.

Let f(.) in the definitions of %4,, FL. and %, is absolutely continuos. De-
fine the scores

@« ()= E; {— f(%?x(ol)/f(l\(:)l)ra <i<N,



@ ar @) = Ef{—1—~1 X0/ (1 Xp 1)/ (1 XD 1), 1-i N,

where E, denotes the expectalion prov1ded X bhas density = [ (r; )
i=1
Definition 1. A test is delined to be a signed rank test iff it is determined
by the statistic of the form T = T(R*, V).
Definition 2. Consider an indexed set of densities

Hr — {qe (&) = gy (@ppes T), 0 > 0} and assume that 7, € 96. A test will
be called localiy nrost powerful for &6 against &+ at a level «,0 <7 a < 1, iff it
is uniformly most powerful at the level o for %% against %: = {qe, 0<<o<s},

: i .
for some = > 0. If it holds among signed rank tests, we speak of a locally most
powerful signed rank test. Similar definitions would formulaled for %% against

- {qe (x), A < O}

IlI. LEMMAS :

The following two lemmas will be used to prove Theorems in Section IV.
The first is an immediale consequence of Neyman-Pearson Lemma and of (7),
while the second is a useful convergence theorem for statistics formulated by
Scheffe (1947) [3]. . -

Lemma 1,'In testing &% against a sunple alternative- g(x) at level. o, 0 <la<C1
the most powerful signed rank test is given by critical function -

“ 1 Q@R =rV =0)>2,
_q)(I',U): SifQ(R'*‘:]‘,V:U):}L’
0 iQR=r,V=1r)<h,

where d( = qu, and the constants &, 8, 0 <C8<I 1, can be determined so that
E{® (R, V)}ma under 4. _

Lemma 2, Le,t (€, o4, 1) be a measure space with o-finite measure p and,
Q = {w}. Let a sequence of -f - measurable functions h (w), h; (w), h, (w),... be
such that lim &, () = & (w) (mod p),

n—»oo

and limsup [ | &, |dpn < f|h1du<m

n—o

Then for each 4 & A4
lim [ &, du._fhdu.

n—o° A
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IV. THEOREMS:
In this Seclion there are lwo Theorems and a Corvollary performed, regar-
ding alternatives %, X,, and %, respectively.
Theorem 1, Lel the sgmmetric densifg f(x)} be absolulely conlinuous and

satisfq

(9) flf(r)ldx(oo

— oo

Let the alternative %, {A} be defined by (4) with hy,... by salisfying

A0) Tk (0) =0,  lim (i () /0)=d;, finite 1 < i< k.
BEA! 0—0

Let scores a (i), 1 < i < N, be defined by (8). Then (he test delermined by
critical region .

N N

(11) Iy a (R ) sgn X, Zya (11 )V > A (LX), for any consianl h, where
i=1 21

Ti=¢; + dycyy -+ o dpeps 1K1 N, is Lhe locally most pow;ﬂful signed

rank test al the respedwe leuel in te?tmg 6 against K, (0, 4-==)} (%1{(_oc 0}).

Proof : Let us prove for the case A = (0, | o0). (For the case A = (— oo, 0),

put 0 = — 8, ¢; = — €y c;;= -, 1 s < k, 1< i < N). Since for arbitraty
Qy yores al\’ and by,... bN
N N N N N 2 N
®a — T bs___(:: c:s—b1 s a—s)+(b1 nTa — = bj 1 as)-g—
s=1 s=1 s=1 §=2 §=2 j=1 “s=3 7
i—1 N { N
-|—+(1'cb.:n:as—m:b m:a)—|—
j=1 " s=i j=1 Ys=i+1

7L 3]

-0,

s \jhe1‘e by == Ay oy

i
i

one has ' P

N . .
9p (‘C) - ﬂ: f(x ) + X ) ;[f(‘lfl - BC!. — hl(ﬂ) Cij = e ""hk (B} Cki)—f(x[‘)}.

=1

i=—1 N ‘
. X f(a,j) b f(r — tc “"hl(ﬂ)cls‘“‘-"*‘hk(ﬁ)cks)g-
j=i s=141 - g
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Denote dQ = qgdr, o= p, B(ryp) = {x: R+ =r, Vmu href,ve .
It follows from (7) that ‘
(12) Qy (B(r,p)) = Qy(r,v), denote,

=/ qu(a:)d:z:
B(r,v)

N .
= YEVND 0 D L F AP [F @00 — By (0)ci —emhy 0) €4)

i=18(rv)

i-1 N
_f(‘rl)] T f(wj) T f(x_"e(‘—hl(e)clé‘ . '“"hk(e) Cks) dx
j=1 s=i+1

In view of (10) and of the absolute continuity of f (z)

' - i—1
(13) lim (1/8) [f(x; —9¢; — A (8) ¢y — .. — 1, (B) ), ) — fx)] = f(:nj).
8—-+0 - =1
N
n fx, -8, —h @) —..— Ry (8) cks) =
Ls=i41

— (¢ it h i) '(sci)_:!r _ f(x))
———y]‘(:c)'r. f(:c)ael LQN
Moreover for arbltrary e >0

-7

i—1
(1/9) [f(.’,C - DC i hl @) Cip — e — hk (® cki) “_f(q'l)J _ﬂlf(‘rj)'
J=

e

N - .
n fle,—0c, —h(O)cs — . —-hk(o)cks) dx
s=i{+1

= h ) ey ) — [ () ld:ci

| +ofC; — Ay (B) cyy — — h (0) ¢l | S
= () [ } 1) ] f @, —y) dyl da,
— i (8) cr; — k(ﬁ) c C i ] too

f(l/e) }S[f @~ )z, fdy|

[oc; — y (8) A h, ()c
=|am {

-0 - -

A']J ’(fn)[d,—., ;dyl
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<vf+of] @) 1dz,

+ea
= \[(vi+9f @ldz, 1 << W,
if 0 is sufficiently small, by (10).

. Consequently, since ¢ > 0 is arbitrary,

(149) limsup [ ... [|(10) [f (o — b, — by ) cxy— oo — By (8) €,,) — F(2))]

f—>+p

i—1 N
w f(x ) ®  f(x —6c, —111(8)(313 o — R (O)c, )|dr
=1 s=i+1 . )

+eo .
< J uf @yl

+oa + 20

=

—e0

v f (@) m f(x))d
Jei
- In view of (13) and (14), it follows from Lemma 2 that

(13) lim 2 J..f (1/9)”'(1 — 8¢; — Ry (8)cy; — o — Ip(B)e i) — fx; ).
840 i=1 B(r,v)

; f(a: ). :rl::r flxg —8cg — hy(B)e,,—. ——’hk(e)cks)da:=‘
. Jj= s=i+1
N
=Z v wf—f(z). ﬂf(x)dl
i=1 B(ru ’
N
=2y B{( (=0, P /(e ) p(a)ds by the symmetry of flz) -
= (12 N!) § § 5 (—-ul‘(|.r 1)/f(|o: | ) pl’| Bt =r,V = v)dx, by (7),
N B

= (1/2 NI) 2 BV UX DX DR =0 = 0]
= (128N EiyiuiEfg-—f’( Xy DIFCEX G D)
& N N ) '
=(1/2°N!) = v a(r)v;
=1
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It follows from (12) and (15) that for anye > 0 there exists O(e, r, v)>0 such that
N Nup . ‘
- (16) | (1/8) [Qﬁ(r, v)— (1/2 N!)] —~ (127N 2 ya(r)v,|<ef2 Tor 0, 0T8T d.
. i=1
Tlel @G = [ fl s by | be a set of all distinct values of
Ny ¥ : Ny
(127 N1y 2 v,a(r)v, reR, ve?y, Obviously, 1< m < 2 N

DEhOte Eg = 111'-111{ I Il' - IJI ’ i ?EJ == 1,-;-,111] ,7(50)‘-0),
and &, = min{0(zy, I, V), reR, veU {, (B> 0).

~In view of (16) one finds easily that the inequality
y y |
3 ‘le{ia(r'i)ui >-E1yia(r; Wi, I, eR, 25 ve<d,
= . i=
implies r .
Qp(rsv) > QB &r’, v") for all 8, 0 <o <T By,

Hence the critical region delined by

: Z v, a(RN)V, > A, for a given constant A,
. i=1

is equivalent to the one, by
Qy (B V) > 1> for all b, 0 <<o<T By
.where A* is a constant compatible with A and independent of 8, 0<C0<C'§,. Now
Theorem 1 follows from Lemma 1. Q.E.D.
Remark 1. If £, (8) =0(p) as 80,1 <i k, the locally most powerful

signed rank test f01 6 against #,{A} defined by (4) is the same as the one
for &% against K, defined by (1), and il is gwen in Theorem 11 of {2}. Espemally,
1t is the case if

¢

) N : '
KA} = Jqelx) = 'srl)‘s.ri — e, — B% .. — 0FHe ), Be At
1=

Theorem 2. Let [ be a symmetric and absolutelytcontinuous densily salisfying

(17) Thar@ de<e.

Let K,{A} be defined by (5) with h, such thal

(18 o h, (0)=0, h;(9) exists for.8e(—u,a) A A for some a0,
| lim B(®) = lim 1,@)/0 = 4, , finite, 1< 1< k.
. BeA

f—0 B—»O

»



Let the scores a(i) and a*(i) be defmed by (8). Then Lhe lest determined b
critical region

l\‘f
(19) £ bia“*(Rl?“) - yia(Ri*)Vi P > AW
i=1 .
for any constanl k. where v, = Cl.—{—‘(fl e di: Crp 15 Lhe locally most

powerful signed rank lest al the respeclive level in tesling G6 agninsi
K05 A-o0)} (Fa {(—22, D))

~ Proof : 1t this quile the same as the proof ol Theorem 1. Therciore we
shall leave out all detail explainations. Note first that (17) implies (9;.
We have successwelv

Qg (o) = (... [qyx)de

Bl(r,v)

- N o ~8b. - Gp,
:::_(1/2‘\‘1\‘ D49 }E S 8(1/8) [e ] Hf(e Ixi — Gci— hl(ﬂ)cn _—
=1 B(r,v)

—hwc)—ﬂw]ﬁf®)

N o - — 0p
e o — bc, — &t (O)cy — .o — h]_(e)clﬂs)dx,
s=i+1° . ) '

m (e e 00, — Iy O)c,; —eoo—hy Oy~ )]
8—+0 .
Ay i.;] .
.:J".’I(.I?j).
=1
N ~Hb;‘ —ﬂbs .
e f(ﬁ B0z, —h (O)cy, —.mhy O

=[—=b; fl;) — (b2, b di ey et dy e O (2 )]_q,f.f(xj )

—{—bﬁ@)+rfw»—vf@)]wﬂmx i N,
=i

and for any e > 0,

K s, o, , '
. 3 J—B_ e if(e Tix;—be,— hy @y oo — b (o, )— {{x, )J

~8_  —0p, '
:rr f(L ). :n: e ° fle x o —fe -—111 (!‘-)('18 — e, — }rk (F:)(']._S'.}lri.z‘
J ..-I-i-l - ) 4 )



== %-[e —0b, f(@_%f x; -—0c; _hl (U)Cli_“'—hk (®)c,, )—f(:ci)} dx;

g

1 _Ab, _&b,

=S ——S [—D;e™ i f (e™ "ta; —0c; —hy (0) gy —er— By (B)c )
a ]

i

) ‘ | 6B,
— ez e, + B @) ¢y ot B (B), e

(e~ x, —8c,~h, @yl (9)c)] dbldz,
8 too | .
i1\ —0p. ., —Ob; ' ’
< _;_S-dﬂ ; S I— bem Vif(em " x—0c;— fi, ®)c,, — - Ry (0) ¢, )—

o)

— (e a1 )¢ ;o Iy O)eg)-
.eefbi f(e="i x} - 0c, — b, (B)ch.—:..'.— h®)e) | dxi(
T | |
=‘?Sde }S [_ b @)1, (506, 4 By®) ¢y + oo - By 0) ) Ak B0 o
B .

—-—Da

ot B0 el P | ] [

+ca . o .
< '.;’;l —b; [f(zp+w, f (@)l — v; [(x) |dx, + e il g is sufficiently small, by
(17) and (18). '

H‘ence
AR : ‘

H ) _Bb, .. ’
{msup S . SI?[ehﬂbzf,(e- {30, — b (0) ey @ ) — ()]
i1 ) AT __Bbs 85 ’

.j'.Tr lf(:cj).s :ri.+e1 fe sx, —8c —hy (9) Cqg —r-— By O)c, )| da

<P =bif @)+ @)l — v @) | de,

=T T bl e) + 2 @) —v, P fe) 1 da
JF

s
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g

mR

ey

Consequently, by Lemma 2,

N ’
lim 2 f..f .},.[e_eb,- f(e—ebf&‘i B clj —hy(0)c;,— el (e, 3 — f(x)]
G—>+0 i.:,l B(I‘,D) B .
. f(a:j) % e Sf(e S:cs—ecs—hl(ﬁ)cls—...—hk(ﬂ)cks)dx
J—-l .‘?_—J.;.l - .
N .
=2 [..f {_bi{f(xf)'ln‘“xif’(-rf)]_\’i f’(x,)}ﬂf(a’_]) dx
i=1 B(ruv) . FFE

= %T {.S {bi[—1""-13‘if’(-rl')/f(-f‘i)]‘f"Yf["'f’(‘rf)/f(xi)]}I)(‘E)dx
i—=1 B(r.o .

N

= oAb [T g | AC) e IR, D=0 (2, | 2 pade
f=1 B(ruv) e

N -
=ORINDE b Bl-1— 1 X | L (¥ DI X DY
Il t -

+ Y; viEf[—'f( l X([.i) l )/f( | X(‘ri) |)]}

=(1/28N ) %7 {bya* (r)) -+ yi&(ri)u,.}.
i1

" The: proof wil be fulfilled as in the proof of Theorem 1.

Corollary: Theorem 2 remains true when %, {A} replaced by %, {A}
defined in (6). i )

P:;oof; s )
. Puth () =e-"in (), 1<i <k IE B (8), 1< i < k, satisly (18) then h;(ﬁ),
, H h
1< i < &, do also. ' '

Remark 2. Theorem 1is not a consequence of Theorem 2, as Conditions (9)
and (10) are weaker than (17) and (18) respectively, '

s« Received April 18, 1977.
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