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ON NONCONVEX OPTIMIZATION

B. D. CRAVEN

Dedicated to Pham Huu Sach on the occasion of his sixtieth birthday

Abstract. Constrained minimization problems, in particular optimal control
problems, are considered, where convexity requirements may not be satisfied.
Various criteria for existence, or uniqueness, of a minimum are discussed.
Criteria for necessary (Karush-Kuhn-Tucker or Pontryagin) conditions to be
also sufficient for a minimum are discussed as well. Some of these depend on
generalized-convexity properties such as invexity or V-invexity.

1. Introduction

If a constrained optimization problem in continuous variables reaches a mini-
mum, and if certain regularity holds, then necessary Lagrangian conditions hold.
Under additional assumptions of convexity, or generalized convexity, the neces-
sary conditions are also sufficient for a minimum. Consider, however, a con-
strained optimization problem in infinite-dimensional spaces − typically an op-
timal control problem − for which existence of an optimum is hard to prove, in
the absence of compactness properties, and perhaps also of coercivity properties.
Moreover, an optimal control problem includes an equality constraint, in the form
of a dynamic differential equation; if this equality constraint is nonlinear, then
convexity cannot hold, and a generalized convexity property such as invexity is
often very hard to verify.

A number of criteria will be given, for existence, or uniqueness, of an optimum,
and for when a generalized convexity property − invex or V-invex − holds.

2. Indirect existence of a minimum

Assuming, subject to verification, that a local, or global, minimum is reached.
Then necessary Lagrangian conditions may be deduced. If these conditions can
be solved, and if they are also sufficient for a minimum, then the attainment of
a minimum has been indirectly established. This situation often applies to op-
timal control problems, as in Craven (1978), for which the Pontryagin principle,
together with the adjoint differential equation, are equivalent necessary condi-
tions (assuming certain regularity) to the Karush-Kuhn-Tucker (KKT) necessary
conditions for the corresponding mathematical programming problem. When is
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a solution guaranteed to these necessary conditions ? This happens under gener-
alized convex assumptions (see Section 6), and also under uniqueness conditions
(see Section 3).

3. Solution uniqueness

A mathematical program may often have several KKT points at which the
necessary optimality conditions hold. Under what conditions is a KKT point
unique ? If a minimum is known to be reached (see Section 4), and if also there is
exactly one KKT point, then that point must be the global minimum. There is
then no need to assume generalized convexity hypotheses. This situation happens
with a substantial class of optimal control problems.

4. Proof of the solution existence by approximations

Consider the constrained minimization problem:

MIN F (z) subject to G(z) ≤ 0, K(z) = 0,(1)

in which F , G and K are continuous functions, and, in general, z lies in an
infinite-dimensional space Z. Consider, in particular, the optimal control problem,
in which z is replaced by a pair (x(.), u(.)) of state and control functions:

MINx(.),u(.)F (x, u) :=

T∫

0

f(x(t), u(t), t)dt + Φ(x(T ))(2)

subject to

x(0) = x0,K(x, u)(t) := −ẋ(t) +m(x(t), u(t), t) = 0, (0 ≤ t ≤ T )(3)

u(t) ∈ ∆(t) (0 ≤ t ≤ T ).(4)

(Here (4) represents G(z) ≤ 0). Consider a modification of (1), by adjoining
a constraint z ∈ Zn, where Zn is a finite-dimensional subspace of Z, such that
the sequence {Zn} expands to Z as n → ∞. The corresponding modification
for the control problem is to adjoin a constraint u ∈ Un, where Un is a finite-
dimensional subspace, which may be obtained (e.g. Teo, Goh and Womg, 1991)
by subdividing [0, T ] into finitely many subintervals, and restricting the control
u to a step-function, constant on each of the subintervals,

Assume that the modified problem reaches a unique minimum at z = z̄n, for
n = 1, 2, . . . . Assume that a subsequence of {z̄n} converges, say to a limit z̄; by
abuse of notation, denote this convergent subsequence again by {z̄n}. Denote by
Γ the feasible set {z : G(z) ≤ 0, K(z) = 0}. Now

(∀z ∈ Γ ∩ Zn)F (z) ≥ F (z̄n) ≥ F (z̄) − εn(5)

for some sequence {εn} → 0 as n→ ∞. It follows that

(∀z ∈ Z)F (z) ≥ F (z̄);(6)

thus z̄ is a global minimum for the problem (1).
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For the control problem, an instance is given in Craven (1999) where z̄n is
independent of n, so convergence is trivial. More generally, consider a problem
where bang-bang control is optimal for each modified problem; thus u(.) is a step-
function, which jumps between two extreme values at switching times τ i

n ∈ [0, T ]
(n = 1, 2, . . . ; i = 1, 2, . . . , r).

Proposition 1. For a control problem on a bounded time interval, where bang-
bang control is optimal for each restriction of the control to a finite-dimensional
subspace Un of step-functions, assume also that the number of switching times is
bounded as n→ ∞. Then the control problem reaches an optimum.

Proof. It is sufficient to consider switching times τ i
n ∈ [0, T ] for i = 1, 2, . . . , r,

with r not increasing with n→ ∞. By choosing appropriate subsequences, each
of the bounded sequences {τ i

n}n=1,2,... may be assumed to converge, say to a limit
τ̄ i. Then the corresponding control functions un will converge, to a limit ū, in
the L1[0, T ] norm (which is appropriate to the Pontryagin theory). Hence the
global minimum is reached.

5. Solution uniqueness, for a class of optimal control models

Consider a class of optimal control models, defined by (2) and (3), but omitting
(4), this assuming that the constraints on the control u(.) are never active. Such
control models are extensively used for models of economic growth (see e.g. Islam
and Craven 2001). Assuming that a minimum is reached, and assuming the
regularity hypotheses usual for the Pontryagin theory (see e.g. Craven 1995),
necessary conditions for the minimum at (x̄(t), ū(t)) are the dynamic equation
(3), the adjoint differential equation:

−λ̇(t) = fx(x̄(t), ū(t), t) + λ(t)mx(x̄(t), ū(t), t), λ(T ) = Φ′(x(T )),(7)

together with Pontryagin’s principle, which here requires that

f(x̄(t), ., t) + λ(t)m(x̄(t), ., t) → MIN at ū(t).(8)

Here, fx and mx denote partial derivatives with respect to x. For (8), with no
active constraints on u(.), it is necessary that the gradient:

fi(x̄(t), ū(t), t) + λ(t)mo(x̄(t), ū(t), t) = 0.(9)

Let w(t) := (x̄(t), λ(t)). Combine the differential equations in (3) and (7) in the
form:

ẇ(t) = Q(w(t), u(t), t), w(0) = w0,(10)

where the initial condition w0 includes a parameter, to be adjusted to satisfy the
terminal boundary condition in (7). The following Proposition extends a result
of Islam and Craven (2001).

Proposition 2. Assume that

(a) Q(., u(t), t) satisfies a Lipschitz condition, uniformly in u(t) in a neigh-
bourhood of the optimum and t ∈ [0, T ], and
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(b) Equation (9) can be solved uniquely for ū(t) = S(w(t), t), where S(., t)
satisfies a Lipschitz condition uniformly in t.

Then, if the optimal control problem, (1), (2), (3), but omitting the control
constraint (4), attains a minimum, then this minimum is unique.

Proof. From (b),

ẇ(t) = Q(w(t), S(w(t), t), t), w(0) = w0,(11)

From (a), the function on the right of (11) satisfies a Lipschitz condition. From
a well-known corollary of the contraction mapping theorem, (11) is solvable
uniquely for w(.), given w0.

Thus the necessary Lagrangian conditions for a minimum of the control prob-
lem possess a unique solution for (x̄(t), ū(t), λ(t)). Since a minimum is attained,
this must be it.

Remark. This result is not applicable to a control model which is linear in the
control u(t), since such a model would have no solution without active constraints
on the control, and moreover would typically have a bang-bang regime, for which
the Pontryagin principle would not allow u(t) to be a Lipschitz function of the
state x(t) and costate λ(t).

6. Invexity by function transformation

A vector function P is invex on a domainE, with respect to a scale function η
and a convex order cone Q, if

(∀z, p ∈ E) P (z) − P (p) − P ′(p)η(z, p) ∈ Q.(12)

If L has r components relating to ≤ 0 inequalities, then s components relating
to equalities, then (12) requires

Pi(z) − Pi(p) − P ′

i (p)η(z, p) ≥ 0 (i = 1, 2, . . . , r),(13)

Pi(z) − Pi(p) − P ′

i (p)η(z, p) = 0 (i = r + 1, . . . , r + s).(14)

It is well known (see e.g. Craven 1995) that a (differentiable, invertible) trans-
formation z = ϕ(w) of the domain maps an invex function to an invex function,
though with a different scale function. If, for some such ϕ, the composition P◦ϕ
happens to be convex, then this shows that P is invex.

If L(z) := (F (z), G(z)), and z̄ is a KKT point for minimizing F (z) subject to
G(z) ≤ 0 with Lagrange multiplier λ, with F ′(z̄) 6= 0 and G′(z̄) having full rank,
then (Craven, 2000, Theorem 3) P (.) is invex at z̄ exactly when the Lagrangian

L(.) := F (.) + λG(.) = [1 λ]L(.)

is minimized at z̄.

Proposition 3. Consider the optimal control model (1), (2), (3), thus with the
control constraint (4) assumed inactive, and the particular form of the dynamic
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equation (3):

ẋ(t) = b(t)θ(x(t)) − u(t),(15)

where θ(.) is an increasing function, and the vector functions x(t) and u(t) areas-
sumed to have the same dimension. If an invertible differentiable transformation
X(t) = N(x(t)), with Jacobian matrix N ′(x(t)), satisfies

N ′(x)θ(x) = e(16)

(where e is a column of ones), and if

Ψ(X(t), U(t)) := N ′(N−1(X(t))f(N−1(X(t)), U(t)/N ′(N−1(X(t)))(17)

is positive definite over a domain E, then the control problem is invex over E.

Proof. The differential equation transforms by X(t) = N(x(t)) to :

Ẋ(t) = N ′(N−1(X(t))[b(t)θ(N−1(X(t)) − u(t)] = b(t)e − U(t),(18)

where

U(t) = N ′(N−1(X(t))u(t)(19)

is a new control function, provided that N can be chosen so that N ′(x) satisfies
(16).

Substituting into the objective function (2) gives the integrand as Ψ(X(t), U(t)).
Since (17) is linear in X(t) and U(t), the transformed problem is convex if Ψ is
convex.

Remarks. In particular, consider x(t) with two components p and q, and ρ :=
θ(x(t)) with components ϕ(t) and ψ(t). Denote one row of M := N ′(x) by v := [a
b]. Then aϕ+ bψ = 1 when (for some s):

v = αρ+ sσ, where σ := [−ψ,ϕ]⊥ρ and α = 1/‖ρ‖.(20)

In order that v be a gradient, it is required that the partial derivatives a q = bp.
This happens if s satisfies the first-order linear partial differential equation:

(ϕs)p + (ψs)q = (αϕ)q − (αψ)p.(21)

Hence (16) holds if N is constructed from two independent solutions of (19).

An instance where x(t) and u(t) have each one component was discussed in
Islam and Craven (2001). There, θ(x(t)) had a power-law form x(t)β with β < 1,
so that N(.) was also a power law; and the integrand was u(t)σ for σ = 0.1.
Invexity was verified.
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7. V-invexity for optimal control

For the differentiable optimization problem (1) in finite dimensions, denote

F0(z) := F (z), (F1(z), . . . , Fr(z)) := G(z), (Fr+1(z), . . . , Fr+s(z)) := K(z).

The problem (1) is called V-invex at a feasible point z̄ (Jeyakumar and Mond
1992) if, for some (vector) scale function η(., .) and some strictly positive (scalar)
weight functions wj(.):

(∀z)(∀j)Fj(z) − Fj(z̄) ≥ wj(z)F
′

j(z̄)η(z, z̄) (j = 0, 1, . . . , r)(22)

(∀z)(∀j)Fj(z) − Fj(z̄) = wj(z)F
′

j(z̄)η(z, z̄) (j = r + 1, . . . , r + s).(23)

Assume that η and wj are continuously differentiable, and η(z̄, z̄) = 0. Setting
λ0 = 1 and λj(j ≥ 1) as the Lagrange multipliers at a KKT point z̄, define a
modified Lagrangian as:

L̂(z) :=
∑

j

λj(wj(z))
−1Fj(z).(24)

As in Jeyakumar and Mond (1992),

(∀z)F0(z) − F0(z̄) ≥ L̂(z) − L̂(z̄)

≥
∑

j

λj(wj(z))
−1wj(z)F

′

j(z̄)η(z, z̄) = 0,(25)

from KKT; so z̄ is a minimum point.

Note that with invexity or V-invexity, the requirements (13), (14) or (22), (23)
need only be assumed for all feasible points z, since points z that do not satisfy
the constraints do not enter the proof that z̄ is a minimum point. Moreover,
inactive constraints may be omitted; for them, λj = 0. The invexity and V-
invexity properties, restricted to feasible points z and only active constraints,
will be called restricted invexity and restricted V-invexity.

Since η is differentiable, η(z, z̄) = C(z−z̄)+o(‖z−x̄‖), for some linear mapping
C. Substitution into (22) shows that

(∀v := z − z̄)(wj(z̄)1 − C)F ′

j(z̄)v ≥ 0,

where 1 is the identity mapping. Hence

wj(z̄)1 − C ∈ F ′

j(z̄)
−1(0).(26)

For a fixed z̄, wj(z̄) = 1 can be assumed, since any other value can be absorbed
into C.

Proposition 4. Restricted V-invexity at a point z̄ is equivalent to restricted in-
vexity at z̄.

Proof. Since wj(z) > 0, the given constraint Fj(z) ≤ 0 and the modified con-
straint (wj(z))

−1Fj(z) ≤ 0 defines the same points z. Denote by E the feasible
set. Assume that wj(z̄) = 1, and denote cj(z) := 1/wj(z). If Fj(z̄) = 0, then
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cj(.)Fj(.) is restricted invex at z̄

⇔ (∀z ∈ E)(wj(z))
−1Fj(z) − (wj(z̄))

−1Fj(z̄) ≥ (cj(.)Fj(.))
′(z̄)η(z, z̄)

⇔ (∀z ∈ E)cj(z)Fj(z) ≥ cj(z̄)F
′

j(z̄)η(z, z̄) (using Fj(z̄) = 0)

⇔ (∀z ∈ E)Fj(z) − Fj(z̄) ≥ wj(z)F
′

j(z̄)η(z, z̄)

⇔ Fj(.) is restricted V-invex at z̄, with weight function wj(.)

For an equality constraint Fj(z) = 0, restricted V-invexity at z̄ requires:

(∀z ∈ E)0 − 0 = Fj(z) − Fj(z̄) = wj(z)F
′

j(z̄)η(z, z̄)

⇔ (∀z ∈ E)0 = F ′

j(z̄)η(z, z̄),

which is the same requirement as for restricted invexity at z̄.

For the optimal control problem (2), (3), (4), restricted V-invexity at z̄ = (x̄, ū)
for the equality constraint (2) reduces to the form:

0 = mx(x̄(t), ū(t), t)η(x)(x(t) − x̄(t), u(t) − ū(t))

+mu(x̄(t), ū(t), t)η(u)(x(t) − x̄(t), u(t) − ū(t)),(27)

where η(x) and η(u) are two components of the scale function η, and subscripts x

and u mean partial derivatives. The requirement for the integrand of the objective
is:

f(x(t), u(t), t) − f(x̄(t), ū(t), t) ≥

w(f)(x(t), u(t))[fx(x̄(t), ū(t), t)η(x)(x(t) − x̄(t), u(t) − ū(t))

+ fu(x̄(t), ū(t), t)η(u)(x(t) − x̄(t), u(t) − ū(t))].(28)

Since w(f)(.) > 0, (28) means that the left side of (28) must have the same sign as
the expression in [. . . ] on the right side. For a constraint γ(u) ≤ 0, the V-invexity
requirement is:

γ(u(t)) − γ(ū(t)) ≥ w(γ)(u(t))γu(x̄(t), ū(t), t)η(u)(x(t) − x̄(t), u(t) − ū(t))(29)

for w(γ)(.) > 0. Similarly, this means that the left side of (29) must have the

same sign as γu(.)η(u)(.).
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